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Abstract:  
 

The rate at which people are suffering and dying as a result of diabetes is worrisome and devastating and 
ispredicted to rise to 11.3% by 2030 and to 12.2% by 2045 of the world populations are expected to have 
diabetes. Technological advancement has brought many improvements in the healthcare sector and other 
aspects of life. Diabetes is a chronic disease that stands among the top 10 deadliest diseases in the world for 
many years with no known cure and only early diagnosis and detection is the way forward for now which 
caught the attention of several Computer Scientists to use machine learning (ML) algorithms techniques in 
diabetes prediction. Algorithms are used during Coronavirus outbreak to create the vaccine formulation when 
the Chinese researchers release the genetic sequence of the virus on9th January, 2020. INOVIO researchers 
insert the genetic sequence of Coronavirus in their algorithm and came up with the experimental vaccine 
within 3 hours which led to the production and distribution of the vaccine within short period of time which 
indicates that the power of algorithms in today’s world cannot be overemphasized. In this research, we 
proposed the use of Particle Swarm Optimization (PSO)algorithm in optimizing Support Vector Machine 
(SVM) and Logistic Regression (LR) algorithms using PIMA Indian Diabetes dataset. The research contribute 
to the paradigm of knowledge by building and implementing the optimized models in diabetes prediction and 
got an accuracy of 98.67% in the optimized Support Vector Machine (PSO_SVM)and 97% accuracy in the 
optimized Logistic Regression (PSO_LR) respectively because to accurately diagnose the diabetes disease is 
the prime concern for doctors because is a matter of life and death which makes this model ideal for diabetes 
prediction. 
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1. INTRODUCTION 
 

The rate at which people are dying as a result of Diabetes especially in Sub Saharan Africa and other part of 
the world is very alarming, it is even worse when you know the statistics of people fighting with Diabetes disease; it is 
projected that in the next two decades by year 2045about 12.2 % of the world population will be diabetic. These are 
very worrisome, devastating and disturbing figures anyone with power to do something that can lower this figures is 
challenged to do so, that is why it occurred to me as a manufacturer that this will be a very good market opportunity 
to make money and help humanity. We gather a lot of professional herbalist in Kano State Nigeria and got traditional 
medicines formulations from them that are locally used and sent the samples to China for detailed analysis and two 
proved to be effective among the 9 samples sent but as a non-medical practitioner and student studying Computer 
Science start thinking on what contribution can I make in terms of computing aspect since inventing the medicine is 
not a contribution in Computing field.  
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Based on the feasibility study conducted I discovered that machine learning has been used to make complex 
predictions and proved good, then it can also be used in diabetes prediction to help doctors identify the disease at an 
early stage with a higher degree of accuracy and by doing so the patient might have a better chance of managing the 
disease before it become late and fatal.   
 

Technological advancement has bring about breakthrough in many fields and aspect of life nowadays cutting 
across every aspect of life from military, entertainment, education and healthcare and so on, but  the development is 
continuous which is why  it opens so many doors to many untapped  research opportunities in various sectors. 
Machine learning is a branch of Artificial intelligence with focus on training computer models in making accurate 
predictions, classifications, pattern recognition and mimicking human cognition in solving problems that are very 
challenging and difficult to solve by humans.  Machine learning has provided greatest support in diseases diagnosis 
with absolute degree of accuracy given enough training and testing dataset. 

 

 Our Healthcare givers can leverage great support of machine learning in diagnosing diseases that are difficult 
or complex to diagnose in an early stage such as diabetes. Diabetes is a common chronic disease as a result of blood 
glucose is higher than the normal level, which is caused by defective insulin secretion or its impaired biological effects, 
or both Lonappan et al., (2007). It is widely known that there is no cure to diabetes but early detection can help in 
preventing the permanent damages that are associated with the disease such as dysfunction of various tissues and 
organs, especially eyes, kidneys, heart, blood vessels and nerves which are sometimes lead to fatality. The disease poses 
great threat to humanity due to the level of complications, failure to detect the disease early lead to increase in fatal 
rate per annum with number of patients skyrocketing. According to CDA (Canadian Diabetes Association) between 
2010 and 2020, the expected increase of the disease would be from 2.5 million to 3.7 million and 643 million (11.3%) 
by 2030 and to 783 million (12.2%) by 2045. 
 

In an effort to provide a novel solution in predicting early diabetes using machine learning techniques, this 
research tries to optimized some of the most prominent machine learning classification algorithm Support vector 
machine algorithm (SVM) and Logistic Regression algorithm (LR) using particle swarm optimization technique (PSO) 
for prediction of diabetes in order to improve their performances and yield an accuracy that is higher than the 
benchmark. The performances of the two algorithms were compared to determine the best performing algorithm in 
terms of accuracy and also compare with other related works. 

 

Diabetes is one of the most current health problems that threaten a lot of people in both developed and 
developing nations. Diabetes is a disease whereby blood sugar (glucose) is not metabolized in the body. This increases 
the glucose in the blood to alarmingly high levels. This is known by the name hyperglycemia. In this condition, body is 
unable to produce sufficient insulin. The other possibility is that body cannot respond to the produced insulin. 
Diabetes is incurable; it has to be controlled. A diabetic person can develop severe complications like nervedamage, 
heart attack, kidney failure and stroke. According to statistics in 2017, an estimated 8.8% of global population has 
Diabetes in 2015 and is predicted to rise to 11.3% by 2030 and to 12.2% by 2045. Hyperglycemia caused by Diabetes, 
create abnormalities in the cardiovascular system independent of the possible presence of dyslipidemia, arterial 
hypertension etc. 

The need for effective healthcare in order to manage Diabetes is like never before, as the disease has no 
known cure and the number of people affected is on the rise, the challenge is even worse in developing nation where 
proper healthcare is wanting. One of the best ways for now to manage this disease is to detect it at an early stage, 
which is why we want to leverage on current technological development to enhance the healthcare system in diabetes 
diagnosis by providing a machine learning approach to Diabetic diagnosis. 

 

Diabetes no doubt is chronic disease that has no known cure; the disease can cause organ damage and lead to 
fatality if it was not diagnosed on time. When diabetes is detected on time the disease can be manage or even avoided 
in situation where early diagnosis is observed. The problem of early diabetes diagnosis is a challenge to healthcare 
practitioners all over the world in the sense that they have to make so many wild educated hunches and tests before 
they come up with the diagnosis. The physicians combine those tests results together with medical history of the 
patients in order to decide the diagnosis; the process is time consuming and complicated which left the patient 
helplessly in pain and lead to many damages. The physician’s tries to put all those information together and guess the 
diagnosis based on heuristics and degree of proximity between the symptoms and the disease which sometime 
becomes more confusing with other diseases with similar symptoms.   
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The proposed optimized algorithms will try to improve the performance of the ordinary machine learning  

algorithms and helps provides faster methods of diagnosis, more accurate than the ordinary models used before in 
diabetes diagnosis  and will simply aid in the task of decision making made by physicians.  
 

The aim of this research isto build an optimized model of machine learning for diabetes prediction, by 
optimizing the parameters of Support Vector Machine (SVM) and Logistic Regression algorithms (LR) using Particle 
Swarm Optimization (PSO) to reduced dimensionality of features and selectthe best features that will boost the model 
accuracies. 

 

The importance of computerized diabetes detection and prediction cannot be overemphasized, but not just 
computerized, using artificial intelligence technology; a machine learning approach in which the system will not limit 
itself to its knowledge base as in case of expert systems, but a more robust and accurate machine learning model 
which will continue to learn and improve upon its accuracy. Machine learning finds its applications in many 
automated systems such as Airline industries, medical diagnosis etc. In most cases, these applications were proved to 
be worthy of use as it helped in improving efficiency, accuracy and reliability of systems. (E.g. automatic grading 
system, object recognition, license plate recognition systems, etc.). In this research, we intend to optimized and 
implement some of the most popular classification algorithms in diabetes prediction and evaluate their performances. 
Optimized Logistic regression (LR) and optimized Support Vector Machine (SVM) will be applied to the PIMA 
Indian Diabetes dataset for diabetes diagnosis and their performance will be evaluated. The algorithms will be 
compared in terms of accuracy of the prediction in order to identify the best algorithm with high performance. 
 

2. Literature Review 
 

This chapter discusses the existing literatures reviewing previous works and researches carried out in the field 
of optimization of machine learning algorithms, medical diagnosis and other related researches carried out by experts 
from various fields that will add more light to the current research in view. 

 

There is no doubt that the alarming figures of diabetes patients needs great attention of several experts even 
though many researches have been carried out on how to aid in diabetes diagnosis from the doctors knowledge, 
expert systems to machine learning approaches in the past, but still there is much that needs to be done to improve 
the diagnosis and improved prediction accuracy because is a matter of life and death. Some of the researchers who 
tried to predict diabetes using machine learning algorithms with a success stories include: Zouet al, (2018) in their 
research they used Machine learning algorithms to predict diabetes condition, the dataset used in the research consist 
of 151,598 instances of real diabetic patients and 69,082 of non-diabetic patients used for training and testing of the 
models. The datasets were gotten from hospital physical examination data in Luzhou, China. Specifically they used 
three algorithms namely Decision tree, Neural network and random forest in their research and were able to achieve 
80% accuracy been the highest accuracy attained at that time.  
 

Iyer A, Jeyalatha S, and Sumbaly, R., (2015) among the earliest time since 2015 have tried to use ML 
technology in diabetes prediction. The study of Iyer A, Jeyalatha S., Sumbaly, R. proposed the use of the Naïve Bayes 
algorithm to predict the onset of diabetes. The study gave an accuracy result of 79.56%.  

 

Furthermore, Jakka, A. and Vakula, R., (2019) took an in depth performance evaluation of about six 
algorithms in diabetes prediction. The major aim of their study was to investigate the performance of various 
classification models that can anticipate the probability of disease in patients with the greatest accuracy and precision. 
Among the algorithms evaluated were K Nearest Neighbor (KNN), Decision Tree (DT), Naive Bayes (NB), Support 
Vector Machine (SVM), Logistic Regression (LR) and Random Forest (RF). The algorithms were used on Pima Indian 
diabetes datasets available online at UCI repository, the results proved that Logistic Regression (LR) performs better 
with the accuracy of 77.6 % in comparison to other algorithms.  

 

Looking at the trends of the works and studies carried out in the field of diabetes prediction from 2010 to 
date, we can see the performances of the models are increasing accordingly but slowly and this is a matter of life and 
death as we saw other models attaining such accuracy in different application arrears for example email classification 
(Emmanuel et al., 2019). It is clear that ordinary algorithms cannot achieve such optimum accuracy alone, which is 
why the state of the art researchers employed several techniques on how to improve the accuracies of the algorithms 
using optimization and hybridization. 

 



24                                               Journal of Computer Science and Information Technology, Vol. 11, No. 1, June 2023 
 
 

Among the methods tried in an effort to improve the accuracy of diabetes diagnosis models using machine 
learning were a hybrid methods in which more than one algorithm were applied to same dataset for better results as 
we have seen in the work of Mahsa, A., et al(2019). Another method was to use principal component analysis with one 
or two algorithms combined together as in the case of Zhou, C., (2019) and many other researches but nonetheless 
the results shows a significant improvement from the models that uses a single algorithms alone but they were not 
able to attained that optimum accuracy. 

 

The accuracies of  all the models in  papers  reviewed  both ordinary and optimized algorithms were less than 
90% altogether, until Tarun J., and Pawan, K.M., (2014) tried improving support vector machine (SVM) algorithm 
using Principal component analysis (PCA) for the classification of diabetic patients. The experimental result from the 
study showed that the algorithm can be improved upon when optimized with PCA as they did and obtained an 
accuracy of 93.66%. 

 

Suyash, S., et al, (2019) viewed that the problem of diabetes prediction in machine learning can best be tackled 
with a neural network as it has high classification accuracy compared to other algorithms, in their work they build an 
artificial neural network (ANN) model for diabetes classification. The model was train and tested on Pima Indian 
diabetes datasets and was ideal for predicting the possibility of diabetes and achieved 92% testing accuracy. They 
recommend that the model can achieve more accuracy if it trains with large sample training data in future claiming 
that the instances were simply not enough for the model and its known fact that ANN models improved with 
addition of datasets. 

 

It can be seen that even though Suyashet al, (2019) claim that neural network can perform better than the rest 
of ML algorithms, which lead to the development of their ANN model for diabetes prediction the accuracy obtained 
by their model is less than that of Tarun J., Pawan, K.M., (2014) who optimized the ordinary algorithm using PCA in 
their works. It can be inferred that an optimized algorithm will outperformed all other single or ordinary algorithms in 
term of accuracy even the artificial neural network as the above comparison shows between the work of Suyash and 
Tarun which give us more reason as to why the proposed or intended work of optimizing SVM and LR should be a 
success since accuracy improvement is one of the objective of the work as the literature suggest. 

 

The above discussed research works related to Machine learning in diabetes diagnosis shows that   the 
accuracy is still not optimal as we have seen how Machine leaning algorithms were able to achieved 99% accuracies in 
other fields(Emmanuel et al., 2019). With this in mind researchers begin to optimized ordinary machine learning 
algorithms to improve upon it and increases the accuracies of their models and these are what caught the attention of 
Yuxiang S,.(2010) of the earliest people to have optimized an ML algorithm using particle swarm optimization in 
classification problem just to see if the technique will work or not, whether the performance will improve or not. 
Yuxiang S., Qing C., andHong J., (2010) were the earliest set of people to have optimized a machine learning 
algorithm using particle swarm optimization (PSO) in order to improve its performance. Their paper attempt to 
develop a Radial Basis function (RBF) neural network based on particle swarm optimization (PSO) algorithm. RBF 
parameters were optimized including clustering centers, variances of Radial Basis Function and weight. The work   
simplified the structure of RBF neural network and also enhanced training speed and mapping accuracy. The 
performance and effectiveness of the new method were evaluated by using function simulation and compared with 
ordinary RBF neural network. The result shows that the optimized RBF neural network has significant advantages in 
terms of fast convergence speed, good generalization ability and not easy to yield minimal local results. 
 

Ming, Y, C. and Thi, T., H., (2017) also optimized SVM using PSO in classification of faults in power 
distribution systems. Their model PSO-SVM classifier is able to select appropriate input features and optimize SVM 
parameters to increase classification accuracy. The technique has been tested on a typical datasets containing ten 
different types of faults with 12 given input features. They were able to achieve a success rate with accuracy of 97%, 
which demonstrates the effectiveness and high efficiency of the developed model.  

 

Harleen, K., and Vinita, K., (2018) used multifactor dimensionality reduction (MDR) to optimized neural 
networks in prediction of diabetes and compared the performance of the optimized algorithm with other three 
machine learning algorithms specifically SVM-linear, KNN, RBF in order to validate their model.  According to 
Harleen, K., and Vinita, K., (2018) “Multifactor dimensionality reduction is an approach for finding and representing 
the consolidation of independent variables that can somehow influence the dependent variables. It is basically 
designed to find out the interactions between the variables that can affect the output of the system.”  

https://www.sciencedirect.com/topics/computer-science/dimensionality-reduction
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Put together with ANN the system were able to achieve accuracy of 83% less than the rest of the models 

where KNN and RBF achieved 86% and 89% respectively. It therefore shows that not all optimization are proved to 
be worthy of implementation or capable of improving an algorithms or outperforming native algorithms as the case 
may be. 
 

Moreover researches are still carrying out many works on how to achieve the optimum accuracy in diabetes 
prediction which is far from reach even with current optimized algorithms we have seen so far, which is why 
Changshen, Z., Christian., U.I., Wenfang, F., (2019) proposed  a multi- algorithms classifier in diabetes prediction. In 
their work they primarily used logistic regression which was optimized by K-means algorithm and also optimized by 
PCA they called it “PCA+K-means+ logistic regression” technique. They first use PCA to transform the initial set of 
features thereby solving the problem of correlation which makes it difficult for the classification algorithm to find the 
relationship among the data. PCA helps them filter the irrelevant features and concentrate or work only on the 
relevant ones, thereby lowering training time and increased performance. The result from the PCA was then passed to 
a K-means clustering algorithm so that outlier’s issues will be addressed. The clean result from the K-means was 
finally passed to logistic regression for classification. The above hybrid multi-algorithms technique of optimization 
was able to achieve an accuracy of 97.40%in diabetes prediction, but nonetheless it still suffered from many 
drawbacks such as time taken to build the model was significantly high. The model was computationally expensive as 
it uses three algorithms simultaneously. They concentrate on the accuracy and discard time and resource constrain. 
Yet despite all the complexities, resources and time consuming nature of the model it failed to obtained optimum 
accuracy. 
 

However, almost all the literatures discussed above almost none have tried to describe how SVM or LR can 
be optimized using PSO on diabetes prediction, which shows the viability of this research work and they have been 
optimized before with different  optimization  technology  and in different application area, which clear the road for 
our  intended study. It can also be seen from the discussion that not all optimization techniques are capable of 
improving a machine learning algorithm, which is why we selected the PSO optimization technique as it provides 
success stories from the consulted literature in combination with different algorithms which will serve as a justification 
for using PSO. Justification for using SVM and LR was because the work had never been carried out in relation to 
diabetes prediction with those algorithms.   

 

The discussion of the literature discusses numerous paper specifically several articles were consulted in which 
some were cited, three textbooks and a couple of published conference proceedings. The discussion provides us with 
clear understanding of the problem we intended to solve as many similar problems were consulted and also provides a 
kind of roadmap or base on which our proposed work will fit as the new study that will contribute to the realm of 
knowledge when conducted as such giving us a confidence and basis for the research. 

 

The literature review showcase a research gaps that needs to fill with relation to diabetes diagnosis using 
machine learning technology, it shows that many works have been conducted in past on diabetes prediction but the 
works suffered with lesser accuracy in terms of performance, we also saw how some people tried to improve the 
accuracy by trying several methods of improvement, hybridization and optimization but none was capable of 
achieving the optimum classification accuracy.  

 

3. Methodology 
 

The research methodology employed in this research work is hybrid both qualitative and quantitative 
methods  were combined, where an interview was conducted with various doctors in hospitals in order to obtained a 
first class information about the  disease under investigation, to enabled us understand the dynamics, symptoms and 
complexities involved in  diagnosis of Diabetes. Quantitative method is where the datasets was obtained. It was 
shown before in previous researches that the success rate of  classification algorithms depend on the size of training 
sets, without rich datasets the models will not learn enough to make accurate predictions, which is why large quantity 
datasets was  required from various hospitals to allow our model learn and predict with high degree of accuracy. 
Nonetheless the number of dataset we were able to get locally was highly insufficient as such we improvised and used 
open source diabetes datasets from India and the fact that it is the benchmark dataset and used in many researches in 
diabetes domain. Literature were reviewed about previous worked carried out in areas of machine learning and disease 
diagnosis in which many journals and articles were reviewed, to make sure enough information was gathered and 
guarantee the success of this research. 
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3.1 Dataset Description 
 

The dataset which was obtained from PIMA Indian diabetes database in an open source diabetes datasets 
which consist of 768 instances each tested for diabetes. The dataset has a total of 9 attributes that was used in diabetes 
diagnosis plus one target class attribute which represents the status of each tested individual either positive or 
negative.  The dataset contains a total of 268 positive instances and 500 negative instances. Below are the attributes 
available in the in the dataset:  
 

1. Number of times pregnant (Pregnancies) 
2.   Plasma Glucose concentration at 2hr in an oral glucose tolerance test (Glucose)  
3.  Diastolic Blood pressure (BloodPressure) 
4.   Triceps skin fold thickness (Skin Thickness)  
5. 2-hr serum insulin (Insulin)  
6.  Body mass index (BMI) 
7.  Diabetes pedigree function (Pedigree)  
8. Age (Age) 
9.  Target Variable (Outcome) 

 

 
Fig 3.1: Screenshot of first 16 instances in the datasets 

 

3.2 Data Dictionary  
 

Each column in the datasets or an attribute represents a distinct character attributed to the patient under 
investigation which when put collectively determined the condition of the patient. 

 

Index: it is the first column in the dataset which describe the number of instances in the dataset from 0 to the 
last number of the instance 767. 
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 Pregnancy: it’s the second column which indicates the number of times the patient has been pregnant for female 
patient as it’s very important in diagnosis of diabetes in females. It’s simply represented by 0 for a male patient. 

 Glucose: It’s the third column which contains the number of glucose level in blood plasma in mg/dL. The 
numbers were obtained by testing the patient glucose and obtained the numbers using glucometer. 

 Diastolic Blood Pressure: the column contains diastolic reading or the bottom number, is the pressure in the 
arteries when the heart rest between beats. A time when the heart fills with blood and gets oxygen. A normal 
diastolic pressure is lower than 80. 

 Triceps Skin fold thickness: it contains numbers from the skinfold measuring, the triceps skinfold is necessary 
for calculating the upper arm muscle circumference which gives information about fat reserve of the body. The 
normal reading varies between ages and gender of the individual. 

 Serum Insulin: the column contains numbers that represent the amount of insulin in the bloodstream. The 
figures are derived through an insulin test. Insulin is a hormone that helps move blood sugar known as glucose, 
low insulin means glucoses can’t get into cells it stays at bloodstream and causes problems. The normal insulin 
level should be around 111-1153pmol/L 

 BMI:  the column contains the measures of Body Mass Index (BMI) of the patients. BMI is a value derived by 
dividing the body mass by square of the height of an individual which is expressed in Kg/Mz. The normal BMI is 
between 18.5 to 24.5 depending on the gender and age also. 

 Diabetes Pedigree Function: Contains figures that indicate the likelihood of diabetes based on family history.  

 Age: contains the numbers representing the ages of the people samples in the dataset. 

 Outcome: It contains the numbers which indicate the prediction result of the individual; it has a Boolean data 
type with 1 indicating positive for diabetes and 0 indicating a negative case. 
It can be seen that all the columns contains numerical values that are very significant when it comes to diabetes 
prediction be it manual or with computers. 

 

The first 6 columns attribute have integer data type property, the seventh and eighth have float data type, 
with the last attribute outcome been a Boolean type.  
 

3.3 Data Preprocessing 
 

3.3.1 Data Cleaning 
 

According to Zhou et al, (2019). Today's real world datasets are highly susceptible to noisy, missing values, and 
inconsistent data due to their typically huge sizes and their likely origin from multiple, heterogeneous sources. Data 
quality is an important factor in the data mining process for disease prediction and diagnosis, because low quality data 
may lead to inaccurate or low prediction result.  
 

From the above dataset described, it is quite obvious that our datasets contains such inconsistencies such as 
noise, missing values, for example 0 values in an insulin column is considered as a missing value since no matter how 
low the insulin reading is cannot be 0, to handle such a problems  in our dataset and make our original dataset more 
productive and applicable for predicting diabetes, we applied several preprocessing techniques using various packages 
offered within the Anaconda integrated development environment. The dataset was cleaned and all unnecessary 
details were removed and it was made sure that the dataset is of right format compatible to our toolkits, the cleaning 
process was necessary in order to ensure that the dataset is consistent and free of missing values. The method 
employed in handling the missing value is by calculating the average mean of all the values of a given attribute and the 
replacing the missing values with the mean value as t will increase the accuracy of the prediction compare to the one 
with missing values. 

 
 

S/N Attributes Average Mean Values 

1 Insulin 80 

2 Blood Pressure 69 

3 BMI 32 

4 AGE 33 

5 Skin Thickness 21 

Table 3.1: Mean attributes values 



28                                               Journal of Computer Science and Information Technology, Vol. 11, No. 1, June 2023 
 
 

For all the attributes with missing values we are going to replace them with the mean values calculated from 
the rest of the values available in order to boost the performance of our model. 
 

3.4 Tools used 
 

In this research work python programming language was used to implement the model using anaconda 
toolkit in combination with other data science related packages. 

 

Matlab was also used to plot some of the graphs as it provided more graphical library then python, three 
separate notebooks were created for each model there is a dedicate Jupyter notebook for it and another one for 
comparison and validation. 

 

Many python libraries were used over the course of the model implementation some of which are: Pandas, 
Numpy, Matplotlib, Keras, Sklearn and so on. 
 

3.4.1 HARDWARE REQUIREMENT 
 

The model was developed in Google cloud platform with high Processing CPU’s and GPU to aid in speedy 
development and minimizes resource utilization. The typical system setup of the model is as follows: 
 

3.5.2 Machine Setup 

 
Fig 3.3: Showing the available resources on the machine used, time spent to build and train the model.  
 

3.4.2 THE PROPOSED FRAMEWORK  
 

The proposed framework for the models gives a detailed flow of how the tasks will be performed, describing 
where will be the beginning and how the task can proceed from a current state to subsequent ones, and it is 
diagrammatically represented in the figure 3.4.  
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   Fig 3.4: Proposed Framework Description 

The above framework presents the sequence and flow of the entire experimental process that will be followed 
in the research work. 
 

3.5 Optimization of Logistic Regression Model 
 

The application of the Logistic regression model in many domains learning and real life such as the biological 
sciences, weather stations, stock exchange etc. The Logistic regression algorithm is best used when the objective is to 
classify data items into categories. Usually in Logistic Regression the target variable is binary, which means that it only 
contains data classified as 1 or 0 which in our case positive or negative for diabetes. The purpose of our logistic 
regression algorithm is to find the best fit that is diagnostically reasonable to describe the relationship between our 
target variable and the predictor variables. 

 

Logistic Regression was optimized with the aid of PSO algorithm, first a principal component analysis (PCA) 
was done on the model for feature selection then optimization of the parameters of eigenvalues and vectors using 
PSO and train out model using this setup, it can be clearly describe using algorithm below: 

 
 
 
 
 

 

Diabetes Dataset 

Preprocess Data 

Optimization of parameter and 
feature selection using PSO 

Performance Evaluation 
of the Algorithms based on 

Accuracy 

Results 
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Step 1: Get the Datasets  
Step 2: Prepare the Datasets 
Step 3: Split the Data into Training sets and Testing Sets 
Step 4: Read Training Set 
Step 5: Find the mean 
Step 6: Calculate variance 
Step 7: Calculate covariance 
Step 8: Find the eigenvalues and the eigenvectors 
Step 9: Choose Parameters within the range of eigenvalues and eigenvectors  
Step 10: Form Logistic regression model using the Training sets 
Step 11: Evaluate fitness of each parameter and select the best parameters 
Step 12: Loop through parameters  
Step 13: If max parameter then go to step (7); else go to step (14) 
Step 14: Optimum solution obtained  
Step 15: Retrain with optimum parameters; then identify unknown samples on testing sets. 
Step 16: End  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig 3.5: PSO-LR Flowchart 

Dataset Acquisition 

Data Preprocessing 

Training Set 

 

PSO Optimization of 

Parameters 

Logistic Regression 

Output (PSO_LR) 

Testing Set 
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3.5.1 Model Description 
 

The logistic regression model was based on linear regression and is described by equation below: 
 

               ----------------------------------Equation 1 (Linear Regression) 

                                      

     
 

     -------------------------------- Equation 2 (Sigmoid function) 

                                                
              ------------------------ Equation 3 (Logistic Regression) 
 
By performing PCA to obtain necessary parameters that have more relevance in the prediction accuracy and the one 
that will be optimized by Particle Swarm Optimization Algorithm (PSO). 
Assume Dataset =X 
Dimension= P 
Where Y is the objective function 

        ----------------------------------------- Equation 4 

 X has n vectors                  
Where           are single instances in the dataset 
Next is to compute the mean value using: 

              
   }/n ------------------------------------Equation 5 

Now let’s compute the covariance from which eigenvalues and eigenvectors will be used to derived as the parameters 

                                --------------------------Equation 6 (Covariance) 

Where       is the data matrix and     is the     dimension 
 
Now the Eigenvalues and Eigenvectors of the covariance will determine the direction and the magnitude of the new 
features space respectively otherwise it refers as parameters and can be obtained as follows: 

Let Abe       matrix, then a nonzero vector   in  nis called an eigenvector of A. If   is a scalar multipleof x; that 
is, 

        --------------------------------------Equation 7  
 
For some scalar λ. The scalar λ is called an eigenvalue of A and x is said to be an eigenvector corresponding to λ. Since 
the eigenvectors corresponding to an eigenvalue of a matrix A are the nonzero vectors that satisfy the equation: 

               --------------------------------Equation 8 
 

Then we define the set   to be all vectors   that satisfy equation (8) as our corresponding Eigen space which can be 
mathematically express as: 

                      -------------------------Equation 9 
 
Where E is space containing the new parameters obtained from PCA then we sort the sets from highest to lowest 
where highest are the principal components needed for optimization. 
 
To apply PSO to the new parameters E we made some simple modifications and assumption as follows: 

We feed E to PSO as input or initial population called swarm with Size   and dimension     then  

                  T -----------------------Equation 10 (where T is transpose operator)  

Initial velocity of the swarm                    
Let             

Let              
Let r1, r2 be two random numbers between 0-1 
Let c1, c2 be two accelerating factors 
Then the model will be: 

Vp, q
k+1 

+ ×  
 ,   +  1 1 (      

 , −E  ,) +  2 2 (      
  −E 

 ,), E +1 , = E 
 , +   +1

 , ----- Equation 11 
Where: w is an inertia factor 
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The initial Pbest is the first position of each particle and Gbest is the initial best position among the random swarms 
and they are updated as follows: 
  If Enext<Pbestcurrent then Pbestnext = E current else Pbestnext = pbestcurrent 
 
If f (E)< f(Gbest) then Gbest= Ecurent else Gbestnext = Gbestcurrent 

Where      is the new objective function of Equation(3) 

Replacing   with   
Then  

             --------------------------------- Equation 12 (Optimized Model of LR) 
 
3.6 Optimization of SVM Model Using PSO 
 
To be able to give enough insight of what is to be done when optimizing the parameters of SVM using PSO below is 
a step by step algorithm of the experimental procedure: 
 
Step 1: Get the Datasets 
Step 2: Prepare the Datasets 
Step 3: Split the Data into Training sets and Testing Sets 
Step 4: Read the p Training Set and set PSO parameters 
Step 5: Initialized sets of SVM Parameters W, C1, C2within the range of   position and Velocity 
Step 6: Form SVM using Training Datasets 
Step 7: Evaluate fitness of each particle and select the best particle 
Step 8: Set iteration count k=1 
Step 9: If k max iteration then k=k+1 and go to step (7); else go to step (10) 
Step 10: Optimum solution obtained: print the results of optimum generation as best 
Step 11: Retrain SVM with optimum features and parameters; then identify unknown samples on testing dataset. 
Step 12: End 
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Fig 3.6: PSO SVM Flowchart 
 
3.6.1 Model Description 
 

For SVM we don’t need to repeat the procedure on how PSO traverse the population sets and no PCA is 
required therefore the model will be described as follows: 

        --------------------------------------------------Equation 13 

Let         and          ----------------------------Equation 14 

         ------------------------------------------------Equation 15 

     

Data Acquisition 

Training Dataset Testing Database 

Read complete datasets and set PSO parameters  

Form SVM using training datasets and initialized position of each particle 

  

Evaluate initial fitness of each particle and select Pbset and Gbest 

Set iteration count k = 1 

Update the velocity and position of each particle 

Evaluate fitness of each particle and update thePbest and theGbest 

Print optimum values of SVM parameters as Gbest 

Trained SVM classifier with optimum feature and parameters  

SVM Output 

  

If k ≤ max ite 
 

k = k + 1 
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                                ---------------Equation 16 
Therefore the optimization problem can be presented as follows  

            
    ---------------------------------------Equation 17 

Subject to:                    –     ---------------------Equation 18 

Where C is regularization parameter and    is relaxation parameter  

           

                             ---------------------------- Equation 19 

                            ----------------------------- Equation 20 
 
Therefore the required objective function will then be: 

                                           ---------------------- Equation 21 
 

Equation 21 is the required objective function equation  
 

To apply PSO we simply check our swarms for local and global best parameter using the PSO algorithm discussed in 
model 1, the selection process can be achieved with an equation below: 
 

If (Xp
 +1 )< (     p

 ) then      p
 +1= Xp

 +1 else      p
 +1 =      p

  

If (Xp
 +1 )<  (      ) then       = Xp

 +1 else       +1 =        
 With Gbest been the optimum parameters of PSO optimized SVM, when applied to equation 16, that is replace older 
parameter with new parameters 

                                         --------Equation 22 (PSO SVM Model) 

Where                     are the new optimized parameters. 
 

4. 0 RESULTS AND DISCUSSION 
 

4.1 Results  
 

This chapter presents the results of the experiment carried out over the course of this research work, it 
present the findings and the outcome in which the quality of the research can be based on, it will show whether the 
research objective has been achieved or not. 

 
Fig. 4.1: A Barchat showing the real diabetes patient and non-diabetic from our dataset where 0=Non diabetic and 
1=Diabetic 
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Fig. 4.2: Feature correlation showing the significance of each feature in the prediction 
 
4.2 Logistic Regression results 

 
Fig. 4.3: Performance of ordinary Logistic Regression model when applied to the dataset 
 
From Fig 4.3 we can see the metrics of traditional (non-optimized) logistic model after been implemented and tested 
on the dataset prior to optimization. We can see the accuracy is not that commendable, it surely needs to be boost for 
better predictions. 
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Fig.4.4: Confusion Matrix of the Logistic Regression 
 

Confusion matrix is a metric measure that is used to describe the performance of classification model on 
datasets where the true values are known, in which it gives out the figures of true positive, true negative, false negative 
and false positive.  
Note that:  
 

True positive: The instance where the model predicted yes and the actual value is also yes 
True Negative: The model predicted no, and it was actual no 
False positive: The model predicted yes, but it was actual no 
False negative: The model predicted no, but it was actual yes 
 

Receiver Operating Characteristic (ROC) curve is a graphical plot of the true positive rate (TPR) (Recall) 
against the false positive rate (FPR). It shows a kind of tradeoff between sensitivity and specificity.AUC Score (Area 
Under Curve) is computed when a ROC was plotted the value of this area range between 0-1, a model with an AUC 
score of 1  is considered as perfect model while model with an AUC score of  0.5 and below are considered as 
worthless model. 
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4 
 Fig.4.5: ROC Curve of Ordinary Logistic Regression   
Accuracy:  score of a model is the percentage of correct predictions the model performed during testing phase. 
 
The precision: is the ratio tp / (tp + fp) where tp is the number of true positives and fp the number of false positives. 
The precision is the ability of the classifier to not label a sample as positive if it is negative.  
The recall: is the ratio tp / (tp + fn) where tp is the number of true positives and fn the number of false negatives. The 
recall is intuitively the ability of the classifier to find all the positive samples 
F-Score:The F-score can be interpreted as a weighted harmonic mean of the precision and recall,  F-score has a highest 
values of 1 and worst score at 0. 
 

 
Fig.4.6: Performance of the PSO-Optimized Logistic Regression 

Learning curve is a graphical illustration of performances between the training and testing phases of the model, it 
distinguished the performance a model achieved during the training as well as during the test. 
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Fig. 4.7: Learning Curve of the Optimized Logistic Regression 

Metrics Ordinary Logistic Regression (%) PSO Optimized Logistic Regression (%) 

Accuracy 76.38 97 

F1-Score 81.82 91 

Precision 75.66 100 

Recall 59.57 83 

Table 4.1: Showing metrics comparison between the two models  
 
4.3 SVM Results 

 
Fig: 4.8 Accuracy of Ordinary SVM Model 

 
Fig 4.9: Confusion Matrix of Ordinary SVM  
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The receiver operating characteristic (ROC) curve is another metric tool used to explain the performance of a 

model it works well with binary classifiers. In the ROC curve below of SVM model the dotted line presumably 
represents the ROC curve of a purely random classifier; a good classifier stays as far away from that line as possible 
(toward the top-left corner). 

 
Fig: 4.10 ROC curve of Ordinary SVM Model 

 
Fig: 4.11 Accuracy of Optimized PSO-SVM Model 
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Fig: 4.12: Learning Curve of Optimized PSO-SVM Model 

 
Fig: 4.13 Learning Curve of Optimized PSO-SVM Model 
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SVM VS PSO-SVM 
 

Metrics Ordinary SVM (%) PSO Optimized SVM (%) 

Accuracy 82.03 98.67 

F1-Score 81 91 

Precision 89.46 97 

Recall 76.43 93 

 
Table 4.2: Comparison between Ordinary and optimized SVM Model 
 
4.4 General Models Performance Comparison 
 

Metrics Ordinary Logistic (%) PSO-Logistic (%) Ordinary SVM (%) PSO- SVM (%) 

Accuracy 76.38 97 82.03 98.67% 

F1-Score 81.82 91 81 91 

Precision 75.66 100 89.46 97 

Recall 59.57 83 76.43 93 

 
Table 4.3: Performance comparison of all the models both optimized and the ordinary 
 
4.5 Accuracy Comparison with other Experiments. 
 

S/N Papers Algorithms/Model Accuracy (%) 

1 Tarun J., et al. (2014) PCA+SVM 93.66 

2 Zou Q et al (2018) PCA+RF on two datasets 76.04 & 80.84 

3 Aishwarya, Jakka (2019) KNN, DT, NB,RF, LR & SVM LR with 77.6 

4 ChangSHeng Zhu (2019) Logistic regression+PCA+K-means 97.4 

5 Han Wu et al (2018)  Logistic regression+K-means 95.45 

6 Our Proposed Model PSO_SVM and PSO_ LR  98.67 & 97 

 
Table 4.5: comparison accuracy of the model with other works 
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Fig.4.14: A bar chart showing performances of the models 

 
Fig 4.15: Bar chart showing all model the performances based on accuracy separately 
 

 
 
Fig. 4.16:Bar chart Showing the Precision and Recall of Logistic Models 
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Fig.4.17:Bar chart Showing the Precision and Recall of SVM Models 
 

 
 
Fig.4.18:Bar chart Showing F1-score of all the Models 
 

4.5 Discussion 
 

From chapter 3 the traditional or ordinary models were built and implemented using python programing 
language alongside the PSO optimized version of them. In chapter 4, we evaluated the performance of each model 
evaluating its pros and cons in an effort to identify the optimal model or the model that will perform the best. 
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It was shown from the charts and tables above the performances of all the models based on accuracy, F1-score, 
precision and recall. At first ordinary Logistic was implemented and achieved an accuracy score of 76.38%, later on 
ordinary SVM was also implemented on the same dataset and machine setup and was able to achieve an accuracy 
score of 82.03% which shows a slight improvement on the logistic model. 

 

The models were later Optimized with Particle Swarm Optimization method and re-implemented  on the 
same dataset and machine in an effort to boost the performance of both and beat the benchmark accuracy, they were 
re-evaluated again using the same metric measures as was before but this time with different scores showing the effect 
of the optimization. Optimized Logistic model been the first to be optimized and implemented came up with an 
accuracy of 97% beating the previous accuracy of non-optimized model of 76.38%. The model has also beat the 
accuracy of non-optimized SVM model of 82.03% to 98.67% and both the optimized LRand optimized SVM model 
performance was commendable and promising. SVM was also optimized using PSO technique and was implemented 
on the diabetes dataset for classification, the new PSO-SVM model performance was also evaluated and from the 
results of the evaluation the model achieved an accuracy score of 98.67% approximately 99% in testing despite the 
fact that all the models achieved 100% accuracy on training.  PSO-SVM outperformed the traditional SVM, 
outperformed the traditional and optimized logistic model significantly with a huge gap, it did not just outperforming 
the traditional models but also beat the accuracy of many related works. 

 

The models were also compared with other models from different experiment and obtained an accuracy far 
above that which other researchers have obtained in similar studies such as the work of Tarun, J, and Pawan, 
K.,M,.(2014)  and many other related works. The ability of our model to obtain accuracy higher than that of many 
similar works shows that the models accuracy have been improved and the entire study was a success in the sense that 
the intended objectives have been achieved. 
 

It can be concluded that the best algorithm or model from our set of  experiments was PSO_SVM in terms 
of all the metrics as it outperforms better all other models, it was very robust due to its high precision score and very 
accurate due to higher accuracy score, from its confusion matrix it was able to classify all the instances into their 
appropriate category with  very few wrong classified instances,  PSO-SVM is the best optimized model and a better 
one compared to Logistic regression on binary classification task on both higher and low performance machines.  

 

The research work achieved its intended objectives of optimizing SVM and LR algorithms in diabetes 
prediction, the algorithms were implemented and tested using python programming language and Pima Indian 
diabetes datasets. It also provides answers to the entire research question mentioned in chapter 1, such as: the model 
shows that it can be optimized; it shows that the performances of the model do increased when optimized, and also 
serve the purpose of the research of achieving the state of the art accuracy and beating the benchmark paper accuracy. 
 

5. CONCLUSIONS AND FUTURE SCOPE 
 

In conclusion this paper tries to show the application of machine learning algorithms in chronic medical 
diagnosis specifically in diabetes prediction, it also extends the performance of the models used in this prediction by 
optimizing the algorithms with particle swarm optimization technique to achieve an optimal state of the art 
performance that is higher in terms of accuracy with fewer or no prediction errors. The research indicate that the 
algorithms can be optimized and when optimized the performance really improved significantly, and finally the 
research contributes to the paradigm of knowledge by building and implementing an optimized machine learning 
model of diabetes prediction system that is better than the current available systems by achieving accuracy of 98.67% 
above the benchmark accuracy of 93.66% in diabetes prediction system.At the end it was discovered both algorithms 
can be optimized using PSO to improve performance and shows that PSO-SVM (98.67%) was able to achieve an 
accuracy that was higher than that of PSO-LR (97%). 

 

It is recommended that the future research should extend the scope of this research by experimenting the 
optimized models in different scenarios such as resources constrained machine, embedded system and so on, to check 
if it will affect the performance of the model.  
 

The metrics which were used in this research were only able to provide information about the performance of 
the model with putting into consideration the complexities of the two model, it is recommended that the future 
research should investigate the time and space complexities of the model, to identify which model consume lesser 
resource and is fit for a certain situation. 
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It is also recommended that in future the optimized models should be tested on different datasets containing 

large and small number of instances and re-evaluated as it was discovered in other researches because some model 
tends to be good on small datasets, while others performed excellent on large datasets and poorly when the data is 
inadequate. 

 

It is also recommended that in future work the ordinary model should be optimized with other optimization 
techniques such as Genetic Algorithm, Artificial Neural Network to investigate which optimization technique should 
optimize the models best.The scope of this research covers only optimization of the Support Vector Machine (SVM) 
parameters and Logistic regression (LR) algorithms using Particle Swamp Optimization (PSO) in diabetes prediction. 
The scope covers only one dataset of diabetes diagnosis obtained from PIMA Indian diabetes datasets for data 
science. The research is limited to the above mentioned scope as any other algorithm or dataset beyond the ones 
identified above is simply beyond the scope of this research and can be used to conduct another research that will 
extend the limit of this one. 
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